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We review the experimental evidence of the non-monotonic behaviour of FeCr alloys versus Cr content,
particularly under irradiation (ordering versus segregation tendencies, microstructure and phase evolu-
tion, hardening and embrittlement), together with the theoretical efforts done at the electronic and
atomic level to interpret them. We summarize the achievements of the two interatomic potentials devel-
oped for this system and perform a careful scrutiny of their limitations. We emphasise the difficulties
related to the study, at the atomic-level, of concentrated alloys and propose routes to overcome them.
Finally, we advance some opinions regarding the crucial points that deserve further investigation in order
to fully understand this important binary alloy, at the basis of the steels for current and future nuclear
applications.
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1. Introduction

Ferritic alloys, i.e. Fe-based alloys with a body-centred-cubic
(bcc) structure, are long known to be highly resistant to radiation
effects, such as swelling and damage accumulation, particularly
compared to austenitic alloys (Fe-based alloys with face-centred-
cubic, fcc, structure) [1-6]; in addition, high chromium contents
are known to provide good resistance against corrosion [7]. For
these reasons, high-Cr ferritic/martensitic steels, possibly strength-
ened with oxide dispersions, to extend their range of operating
temperatures, and/or modified in their composition, to reduce
the expected post-operation activity, are the leading candidate
structural materials for key components in most future nuclear en-
ergy options [8-10].

Despite the expected superior properties of these steels under
irradiation and against corrosion, their prolonged exposure to
fast neutron fluxes and aggressive coolants in operation will
unavoidably reduce their capability of withstanding the applied
loads. In order to guide the design of the plant and guarantee
its safe operation, a precise knowledge of the response offered
by these steels to neutron irradiation in aggressive environments
is thus needed. In addition, their composition should be opti-
mised to provide the best performance. Extensive neutron irradi-
ation experiments on a number of candidate steels, in conditions
as close as possible to those expected in operation, are necessary
for this purpose and are ongoing worldwide. However, these
ll rights reserved.
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experiments are highly expensive, both in terms of time and re-
sources, and the real operating conditions cannot be fully repro-
duced in any existing irradiation facility. The development of
reliable models capable of guiding the designers and in synergy
with the experimenters is therefore nowadays recognised to be
of high value [11].

For this reason in recent years significant effort has been put,
particularly in Europe and in the USA, in atomic-level studies, with
a view to developing multiscale models of the response to irradia-
tion of FeCr alloys [12–47], the reference model system to under-
stand the behaviour of high-Cr steels [2,6,48–54]. These models
have the ambition of deducing the macroscopic response of the
material to given conditions starting from a detailed knowledge
of the fundamental interactions between atoms. It is a long-term
approach that bears, however, the promise of being reliable, trans-
ferable and beyond empiricism.

In this article, we review recent advances made in this direction,
by pointing out the difficulties posed by the multiscale modelling
of radiation damage in concentrated alloys in general, and in the
FeCr system in particular, by discussing the different approaches
followed to overcome these difficulties and by outlining the most
urgent open questions to be addressed, as well as the outlook for
the near future. In Section 2 we review the effects of Cr in Fe
according to experiments and density functional theory (DFT) cal-
culations, showing the challenges that multiscale models have to
address in order to be able to account for them. In Section 3 we re-
view recent advances in the development of interatomic potentials
capable of reproducing the most important properties of the FeCr
system from the atomistic point of view. In Section 4 we review
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and discuss a few results obtained by applying the interatomic
potentials previously presented. Finally, in Section 5 we outline
open questions and outlook, and summarise in Section 6.

2. The challenge of FeCr

Experiments clearly show that the addition of Cr to Fe influ-
ences significantly the response of the alloy to irradiation and that
this response is a highly non-monotonic function of the Cr content.

From the microstructural point of view, the presence of even
small percentages (0.1%) of Cr in ultra-pure Fe induces enhanced
nucleation of small dislocation loops of interstitial nature in the
early stages of irradiation, both using neutrons at 400 and 425 �C
and electrons in a range of temperatures between 200 and
500 �C, with a subsequently higher radiation-induced hardening
[48,49]. This effect becomes even more pronounced for 2%Cr under
neutron irradiation [48] and a significant enhancement of the loop
density in electron-irradiated Fe10%Cr at 25 �C, as compared to
pure Fe, has been also reported [50]. More recently, Arakawa
et al. studied the thermal stability of loops in ultra-pure Fe and
Fe9%Cr, finding that in the latter loops are stable up to 820 K, while
they essentially disappear in the former already at 620 K [51]. On
the contrary, the formation of voids appears to be suppressed by
the presence of Cr in Fe, as shown for compositions ranging from
0 to 18%Cr at 400 �C, after neutron-irradiation up to about 6 dpa
[52] and up to about 26 dpa [53]. As a consequence, swelling is
about one order of magnitude lower in FeCr than in Fe, at the same
dose [2,3,6,52,53]. More specifically, the measured swelling under
irradiation decreases with the addition of small quantities of Cr, re-
mains low for concentrations between 1% and 10% and then may
increase again for higher Cr contents. Other data suggest a more
complex modulation of the swelling curve versus Cr content, with
a maximum at �9%Cr [6,54-56], which becomes particularly prom-
inent at very high doses (140, 200 dpa) [55,56]. Unfortunately, in
these experiments the materials matrix did not include any refer-
ence Fe, so it is impossible to say with certainty whether swelling
in Fe would remain, in the same conditions, significantly higher
than in any FeCr alloy (9%Cr thus representing a local maximum,
with at least one local minimum at about 3%Cr). There are, how-
ever, reasons to believe that this is the case, as discussed in [6]
and suggested by very recent data on swelling in pure Fe at high
dose [57].

A remarkably non-monotonic effect of Cr concentration is also
observed in the shift of the ductile-to-brittle transition tempera-
ture (DDBTT) in irradiated ferritic/martensitic steels. This shift is
found to reach a minimum around 9%Cr [58,59], in a range of irra-
diation temperatures from 300 to 410 �C and for doses from 7 to
36 dpa. Such an effect, mainly deduced from Charpy test data for
alloys containing between 2.25 and 12%Cr, i.e. again without the
reference of alloys containing no Cr, was determined to be due to
Cr and not to other elements. This result is in fact the main reason
for choosing Cr concentrations around 9% in most steels proposed
for nuclear applications. Recent experiments on FeCr model alloys
of concentration up to 12%Cr, neutron-irradiated at 300 �C up to
1.5 dpa, have shown that radiation-induced hardening (yield
strength increase, Dry) is higher, and saturates at higher dose, than
in pure Fe, the density of visible defects being insufficient to ex-
plain such an effect [60,61]. (Similar considerations in the case of
Fe2%Cr were reported in [48].) Again, the dependence on Cr con-
tent is not regular: Dry is larger than in Fe already at low Cr con-
centration, remains almost independent of Cr content (or slightly
decreases) up to 9% and then increases again above this critical
concentration [60,61]. A similar trend can be deduced also from
data provided in [52]. Unfortunately, the dose reached in the
experiments from [60,61] may not be high enough to identify
any minimum at 9%Cr, which would correlate with the minimum
DDBTT, while in [52] no alloy containing 9%Cr was studied; so,
the consistency between irradiation-induced hardening and
embrittlement data versus Cr content remains unclear. This point
will be further discussed in Section 5.2. However, the non-mono-
tonic influence of Cr content on mechanical property changes after
irradiation appears to be a fact, despite early data suggesting a sim-
ple linear correlation [62].

The increase of radiation-induced hardening and embrittlement
above �9%Cr is qualitatively understandable in terms of radiation-
enhanced (and maybe also radiation-induced) precipitation of the
coherent, Cr-rich a0 phase [63–66]. As a matter of fact, high-Cr
steels containing more than 12%Cr are long known to harden and
embrittle after thermal ageing (so-called 475 �C, or 885 �F, embrit-
tlement) [67–72]. Searching for the reason for this initially ‘myste-
rious’ effect [67] led to the identification of the existence of the
miscibility gap between Fe-rich (a) and Cr-rich (a0) bcc phases
[68,69], that characterises the currently accepted FeCr phase dia-
gram. Yet, it is not equally apparent how to rationalize the overall
higher radiation-induced hardening in FeCr compared to pure Fe,
not matched by the visible defect density [48,60,61], and even less
to understand the reasons of the DDBTT (local?) minimum at
�9%Cr, i.e. its increase not only above, but also below this concen-
tration, and how this behaviour correlates with hardening data.

Even in the absence of irradiation, the FeCr system exhibits a
number of peculiarities. Resistivity measurements and neutron
scattering studies on well-annealed alloys revealed the existence,
at about 700 K, of an inversion of the sign of the short-range order
(SRO) parameter from negative (at 5%Cr) to positive (at 15%Cr), the
zero crossing occurring at about 10%Cr [73]. This is equivalent to
saying that in Fe5%Cr solute atoms tend to be surrounded by Fe
atoms, an effect obtained e.g. by being as far apart from each other
as possible, with possible onset of long-range order. In Fe15%Cr, on
the contrary, they tend to be surrounded by other Cr atoms, i.e. to
segregate, consistently with a0 precipitation. Only Fe10%Cr is sug-
gested to correspond to an ideal solid solution, on average (this
point is further discussed below). The same effect has been seen
in more recent Mössbauer and X-ray studies, which revealed that,
in Fe alloys containing 4, 9 and 16%Cr, solute atoms showed a ten-
dency to prefer, as first neighbours, respectively, Fe atoms, any
atom, or atoms of the same species, [74]. Interestingly, the same
result for the three alloys was observed both after being thermally
aged at 700 K and electron-irradiated at 370 K [74]. Similar inves-
tigations [75] showed that, after 10 h annealing at 773 K, alloys
containing 9%Cr still exhibited ordering, while in 13%Cr alloys
the formation of the a0 phase was detected. Equivalent results were
obtained after irradiating with electrons at 573 K [75].

An explanation for the origin of this negative value and inver-
sion of the sign of the SRO came recently from DFT calculations.
Studies performed with different DFT methods and in different
approximations show that the mixing enthalpy of random or qua-
si-random FeCr solid solutions, as well as partially ordered alloys,
is negative below a critical concentration and becomes positive
above it [12,22,26,27,32,40,76,77]. Although quantitative differ-
ences exist depending on the used DFT approximation (the critical
concentration shifts between 4 and 10%Cr, the depth of the nega-
tive well changes, and the maximum in the positive part changes,
too), this result is in qualitative agreement with the aforemen-
tioned experiments. The analysis of the DFT results provided also
a physical explanation for this effect, in terms of electron band
and magnetic properties of Fe and Cr [26,27]. The single Cr atom
has a negative heat of formation and thus prefers to be surrounded
by Fe atoms because of a lowering of the density of states at the
Fermi level, i.e. of the total energy [26]. In addition, in their respec-
tive ground-states pure Fe is ferromagnetic and pure Cr can be de-
scribed as antiferromagnetic [27,78]. Thus, if a single Cr atom is
inserted in the Fe matrix, its magnetic moment will be antiparallel



114 L. Malerba et al. / Journal of Nuclear Materials 382 (2008) 112–125
to that of the surrounding Fe atoms. However, if a second Cr atom
is introduced nearby, a situation of ‘magnetic frustration’ is pro-
duced, because either Cr atom tends to have its magnetic moment
antiparallel to both that of the surrounding Fe atoms and to that of
the other Cr atom. Since this is impossible, when many Cr atoms
are close to each other in Fe different magnetic configurations
can result from the competition [27], but in practice the energeti-
cally most favourable situation is obtained when the Cr atoms are
distributed sufficiently far from each other to avoid magnetic frus-
tration, i.e. by ordering the alloy. When, however, the concentra-
tion of Cr is high enough, Cr–Cr interactions cannot be avoided,
leading to a positive formation enthalpy, i.e. to a tendency to seg-
regate. Additional insight has been obtained very recently, pointing
out that the negative short-range order found for sufficiently low
Cr concentrations is not only the result of a pure repulsion between
Cr atoms, but that, in addition, an effective long-range attractive
interaction between Cr atoms seems to exist, which appears to sta-
bilise precise intermetallic phases, endowed with long-range order,
at low temperature [40]. The possible existence of a long-range or-
dered compound in this region has been also proposed by Nguyen-
Manh and co-workers [77,79]. The importance of magnetic effects
in determining the atomic distribution in FeCr alloys is further re-
flected in the different dependence of the Cr–Cr pair repulsion en-
ergy on distance found by DFT calculations in defect-free alloys
and in the presence of self-interstitials [32]: in the latter case the
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[86] (ref. f), [75] (ref. g) and [87] (ref. h). In the figure, the metastable closure of the a�
magnetic moments are locally reduced in absolute value, so the
magnetic energy contribution is somewhat screened and, as a con-
sequence, the Cr–Cr pair repulsion energy is reduced compared to
the defect-free alloy (see Fig. 7 in [32]). Further evidence on the
link between Cr distribution and magnetic properties in FeCr alloys
has been provided by directly comparing experiments and DFT cal-
culations in [39].

Note that the aforementioned theoretical and experimental re-
sults concerning negative mixing enthalpy and order are not cor-
rectly reflected in the standard FeCr phase diagram, as reported
in reference handbooks [80], or as obtained for example from the
Calphad database [81,82]. In Fig. 1 we show a portion of the Calp-
had solid phase diagram for FeCr. In it, the miscibility gap at low
temperature, when Fe is ferromagnetic, appears to be fairly sym-
metric and to have a regular behaviour, i.e. very low solubility in
both terminal solutions, going to zero at 0 K. The experimental
points taken from the references mentioned in the figure and the
evidence of negative mixing enthalpy from DFT calculations pro-
vide, however, solid arguments to state that the standard FeCr
phase diagram is incorrect at low temperature and low Cr content.
Other well-known peculiarities of the FeCr phase diagram, in no
contradiction with theory, are: the appearance of a r-phase at high
temperature and at concentrations close to 50%Cr (which makes
the a–a0 miscibility gap metastable above a certain temperature,
see Fig. 1); the occurrence of spinodal decomposition at the centre
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of the a�a0 miscibility gap; and the existence of a c-phase loop at
low Cr concentration and high temperature. For a more thorough
review and discussion of these features see Ref. [30].

DFT calculations have been also performed to study in detail the
interaction between Cr atoms and point-defects in Fe [21,22,
32,38]. These studies show that, while the interaction energy
between Cr atoms and vacancies in Fe matrix is negligible (the va-
cancy-Cr binding energy is 0.057 eV at first and 0.014 eV at second
nearest neighbour distance [32]: a value that excludes the possibil-
ity that Cr atoms are dragged by vacancies), self-interstitials in
different configurations interact rather strongly with Cr atoms.
The mixed FeCr h110i dumbbell is stable (while the CrCr h110i
dumbbell is not) and, more importantly, both FeFe and FeCr
dumbbells can be attracted, or repelled, by a Cr atom nearby. This
is illustrated in Table 1, where a small number of configurations
and their corresponding binding energies are indicated (a positive
binding energy means attractive interaction). Recent DFT calcula-
tions show that the influence of a nearby Cr atom on the migration
energy of the self-interstitial is also significant, in the sense of low-
ering it [88].

In agreement with the picture stemming from these DFT calcu-
lations, isochronal annealing resistivity recovery studies in dilute
FeCr alloys showed that the recovery stage IE, associated with the
onset of single self-interstitial migration, shifts to lower tempera-
ture with increasing Cr concentration, thereby suggesting the sta-
bility of the mixed dumbbell and its capability of migrating with
somewhat lower energy than in pure Fe [89,90]. On the other hand,
similar studies in concentrated FeCr alloys have been interpreted
in terms of the existence of trapping configurations for the dumb-
bell, involving more than one Cr atom, capable of suppressing
recovery stage IE and of producing peaks at higher temperatures
[89]. These peaks, that may appear at temperature even higher
than the one associated with vacancy migration onset (essentially
invaried in Fe and FeCr alloys) [91], can be explained in terms of
self-interstitial detrapping from configuration traps with energies
as high as 0.5 eV [45]. Although interpreted in terms of mixed
dumbbell instability when published, also other resistivity recov-
ery experiments in concentrated alloys [92,93] suggest stage IE

suppression in FeCr and detrapping at higher temperature [45]. It
is, of course, rash to extrapolate a few results of DFT calculations
in the presence of only one or two Cr atoms, in an otherwise per-
fectly pure Fe matrix, to explain trapping effects in concentrated
Table 1
Binding energies of different Cr-SIA configurations according to DFT [32] and the 2BM
potential [19,20,45]

Configuration DFT 2BM Configuration DFT 2BM

1. 0.08 0.14 2. �0.42 �0.29

3. �0.08 0.16 4. 0.05 0.11

5. �0.04 -0.05 6. 0.15 0.19

7. 0.15 0.04 8. �0.21 �0.07

All values are in eV. Positive values denote attractive interaction.
alloys; yet, the qualitative consistency is worth mentioning. In
addition, proper allowance for the effects of a high local concentra-
tion of Cr in DFT studies has been recently attempted [38]. The re-
sults show that, when Cr atoms are monoatomically dispersed (i.e.
in configurations characterised by a certain degree of order), the
strength of the nearby-Cr/dumbbell interaction is significantly
enhanced, by a factor two or more, once again suggesting the
existence of trapping configurations affecting the mobility of self-
interstitials in concentrated FeCr alloys, when compared to Fe, in
agreement with the resistivity recovery studies cited above.

On the other hand, the negligible interaction between Cr atoms
and vacancies found in DFT calculations is also consistent with a
number of results found in the literature. Using an all-electron cal-
culation method, Demangeat had already estimated long ago the
vacancy-Cr binding energy in Fe to be lower than 0.089 eV [94].
Muon spin rotation measurements by Möslang and co-workers
confirmed this theoretical result, by reporting a binding energy be-
low the resolution of the method, i.e. less than 0.1 eV [95]. Finally,
positron annihilation measurements associated with resistivity
recovery experiments reveal that the onset of vacancy migration
(recovery stage III) in pure Fe and Fe–Cr alloys up to 15%Cr is the
same [93,96], suggesting negligible effect of Cr on the effective
migration energy of the vacancy, even for high concentration. Indi-
rectly, this also excludes the possibility of vacancy-trapping by Cr
atoms, contrary to what is seen to occur in the case of self-intersti-
tials. The absence of significant interaction between vacancies and
Cr atoms, even in concentrated alloys, where phase separation oc-
curs, has been moreover postulated to explain the experimentally
observed existence of large zones denuded of a0 precipitates sur-
rounding voids [2]. These denuded zones would arise because of
preferential exchange of Cr atoms with vacancies migrating to-
wards the voids, with consequent preferential flow of Cr atoms
in the opposite direction, this de facto representing a possible
mechanism of radiation-induced precipitation. Such a mechanism
would not be possible if Cr atoms were sufficiently strongly bound
to a vacancy to trap it or to be dragged by it. Having said that, Cr is
known to diffuse in bcc-Fe somewhat faster than Fe itself [97–100]
(consistently, DFT calculations predict a barrier for Cr atom ex-
change with a vacancy in Fe about 0.15 eV lower than the corre-
sponding barrier for the Fe atom [32]). The diffusion coefficient
of Cr in Fe is also found to depend on Cr concentration [97–100],
especially at high temperature [100]. Thus, in principle some effect
of Cr concentration on the effective migration energy of vacancies
can be expected, particularly at high temperature and Cr
concentrations.

Thus, the results of DFT calculations concerning single-defect/Cr
interaction appear to be qualitatively and, when a comparison is
possible, also quantitatively in agreement with experiments, pro-
viding then a key for their interpretation. Another result of DFT,
that cannot be directly compared with experimental measure-
ments, but is equally important and has measurable consequences
(see Section 4.2), is that the interaction between Cr atoms and
h111i crowdions is strongly attractive and also long-ranged, as
illustrated in Fig. 2. This strong interaction participates to further
define the picture, valid for FeCr alloys, of strong interaction of sol-
ute atoms with self-interstitials, though much less with vacancies.
The crowdion is not the ground state configuration for the single-
interstitial in Fe and is unlikely to appear even at high temperature
[101–103], thus in reality single crowdions will hardly ever interact
with Cr atoms. Nonetheless this result suggests that the crowdion
configuration may be stabilised by the presence of high concentra-
tions of Cr and this has been indeed observed in simulations per-
formed in Ref. [45]. This fact may have important consequences,
not only on further lowering the migration energy of the single
self-interstitial at high temperature, by making the crowdion con-
figuration accessible [32], but also because crowdions are the
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building blocks for self-interstitial clusters of sufficiently large size
in Fe alloys [103,104]. A strong interaction between crowdions and
Cr atoms is thus likely to translate into a strong effect of Cr atoms
on the mobility of self-interstitial clusters and dislocation loops
(see Section 4.2). In addition, the stabilisation of crowdions and
loops due to Cr atoms is in line with the aforementioned observed
higher stability of loops in FeCr alloys compared to Fe [51], as well
as higher density of them [49,50].

To summarise this section, experiments show that the pres-
ence of Cr influences the response of a ferritic(/martensitic) alloy
to irradiation, but the dependence of this response on Cr concen-
tration is non-monotonic and therefore difficult to rationalize.
DFT calculations provide important indications and physical
explanations concerning phase stability and Cr/defect interac-
tion, in qualitative and also quantitative agreement with exper-
iments. The DFT results allow, therefore, qualitative speculations
to be made about the behaviour of FeCr under irradiation. To-
gether with experiments, they indicate that Cr atoms will tend
to redistribute themselves according to thermodynamic driving
forces that, mainly due to magnetic reasons, change direction
depending on the Cr content (ordering/clustering), with direct
consequences on the mechanical properties of the material (a0

precipitation and subsequent embrittlement). Self-interstitials
interact strongly with Cr atoms, with two consequences: they
participate, together with vacancies, to determine the way Cr
redistributes under irradiation (thereby determining for example
whether radiation enhanced, or induced, precipitation phenom-
ena can appear or not) and, in turn, the way Cr is distributed
influences their migration properties and, therefore, the micro-
structure evolution (kinetics of formation of defect clusters,
loops, voids, their density, their size distribution,. . .). The devel-
opment of quantitative models capable of allowing for these
combined effects is highly challenging and DFT studies are pres-
ently possible only for systems of very limited size (hundreds of
atoms at the most) and can hardly be used for dynamic studies.
One way, possibly the only one, of extending DFT to larger
length- and time-scales is to produce empirical interatomic
potentials capable of grasping at least the most important fea-
tures of the FeCr system revealed by first principle calculations
and experiments. The next section reviews and discusses the ap-
proaches hitherto used, with a certain degree of success, to face
this problem. The following one shows examples of their appli-
cations and of how they have enhanced our level of understand-
ing of the behaviour of FeCr alloys under irradiation.

3. Interatomic potentials

The first challenge for the development of empirical interatomic
potentials for the FeCr system has been the correct reproduction of
the change of sign of the mixing enthalpy curve, as this involves
the introduction of an explicit or implicit dependence on concen-
tration for the sign of the interactions [16,17,37]. This task was
soon realised [17,105] to be out of the scope of the traditional
embedded-atom method (EAM) [106] or of the functionally equiv-
alent second-moment tight-binding approximation (2MTBA) [107]
and to call for either modifications of this formalism or the devel-
opment of a totally new formalism.

In the EAM formalism, the total energy of a system of N atoms,
whose type can be different and is denoted by a or b, can be writ-
ten as:

E ¼
XN

i

Fai

X
j–i

qai;bjðrijÞ
 !

þ 1
2

X
j–i

Vai;bjðrijÞ
" #

: ð1Þ

Here F is the so-called embedding function: a functional of pair-
wise functions of the interatomic distances, each representing
the electronic density contribution due to the surrounding atoms
on the central one; V is the pairwise energy contribution. Two
modifications of this formalism have been proposed to fit a sign-
changing mixing enthalpy, both focused on the proper fitting of
the cross FeCr interaction only, and otherwise using for the pure
elements already existing potentials. (In both cases the same pure
element potentials have been adopted, namely the EAM-type FeFe
potential by Ackland et al. [108], developed using the methodology
proposed and applied already in [109], and a slightly modified ver-
sion of the 2MTBA CrCr potential developed by Wallenius et al.
[17]; both are state-of-the-art interatomic potentials for these
two elements).

In one of the two modifications [20], after renormalising the
embedding function for the pure elements to make its contribution
to the mixing enthalpy negligible, an explicit dependence on con-
centration is introduced, by multiplying the pair interaction term
times a function haibj(xb):

E ¼
XN

i

Fai

X
j–i

qai;bjðrijÞ
 !

þ 1
2

X
j–i

hai;bjðxbÞVai;bjðrijÞ
" #

ð2Þ

with haibj(xb) = hbi,j(xb) = 1. Here xb is the local concentration of spe-
cies b, which is postulated to be given by the average at the two
interacting atoms of the ratio between partial and total electronic
densities:

xb ¼ 1
2
ðxb

i þ xb
j Þ ¼

1
2

qb
i

qtot
i

þ
qb

j

qtot
j

 !
; ð3Þ

where qb
i represents the contribution to the electronic density on

atom i coming from atoms of type b only, while qtot
i is the total elec-

tronic density. The function haibj(xb) can be written in the form of a
typical Redlich–Kister expansion for thermodynamic functions
(Calphad methodology) [82,110], with parameters fitted to repro-
duce closely the given reference mixing enthalpy curve. In principle,
any shape of such curve can be reproduced and in this case the DFT
mixing enthalpy data from [12] were used. The only deviations will
be the consequence of relaxation effects (largely negligible in FeCr,
as the two types of atoms have very similar size), of the small con-
tribution from the embedding terms and of the accuracy whereby
the local atomic concentration is correctly embodied by Eq. (3). This
approach will be henceforth denoted as concentration-dependence
method (CDM).
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In the other modification [21,22] the dependence on concentra-
tion is introduced in an indirect way, following a somehow oppo-
site route, i.e. by working on the embedding part, rather than on
the pairwise potential. Namely, considering that not only d-band
electrons, but also s-band electrons participate in defining the en-
ergy of a transition metal alloy [21,111], two separate embedding
functions are introduced, one for each band, as well as correspond-
ingly separate density functions:

E ¼
XN

i

Fd
ai

X
j–i

qd
ai;bjðrijÞ

 !
þ Fs

ai

X
j–i

qs
ai;bjðrijÞ

 !
þ 1

2

X
j–i

Vai;bjðrijÞ
" #

:

ð4Þ

The concentration dependence is here contained in the s-band
mixed electronic density (no s-band contribution is assumed in
the case of the pure elements) and in practice the presence of the
second embedding function provides sufficient degrees of freedom
to fit closely any reference mixing enthalpy curve, as in the case
of the CDM. This approach will be henceforth denoted, for obvious
reasons, as two-band method (2BM). Of the two potentials fitted
with this formalism in Ref. [19], only results obtained with the
one whose parameters are therein denoted as ‘VASP’ will be men-
tioned here. This potential was fitted to the mixing enthalpy data
provided in [26], obtained using the VASP code [112–114]. It is
important to note that, despite the apparent differences, it can be
demonstrated that CDM and 2BM are mathematically equivalent
[115].

Fig. 3 shows that the mixing enthalpy curves at 0 K produced
using both the CDM and the 2BM potentials fit closely the refer-
ence DFT data-points in the low Cr concentration region. In partic-
ular, both reproduce the mixing enthalpy change of sign. In the
high Cr region the CDM still follows its reference data, while the
2BM deviates from its own and provides a symmetrical mixing en-
thalpy, with negative values also on the Cr-rich side. The latter was
a deliberate choice, not supported by DFT, whose consequences are
shortly discussed in Section 4.1. For comparison, on the same
graph the corresponding thermodynamic function obtained
extrapolating to 0 K the Calphad [82] free energy expression for
ferromagnetic FeCr is shown as well. The Calphad curve is never
negative and is slightly more skewed to the right, while lying much
lower, than any other curve. In particular, the VASP data points are
not far from the Calphad extrapolation, while the EMTO data points
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[26] (VASP), respectively. The mixing enthalpy curve extrapolated to 0 K from the Calpha
expansion (CE) fitted to DFT data [33] are also shown, for comparison. The blow-up show
the latter region is correctly reproduced by both potentials and by the CE.
lie much above it. Thus, the discrepancy between DFT methods is
not negligible, in fact.

For completeness we mention that a correct reproduction of the
mixing enthalpy sign-change at low Cr concentrations has been
obtained also using cluster expansion (CE) techniques [33]. These
techniques allow the energy of an alloy to be expressed in terms
of configurations of atoms on a rigid lattice, by using occupational
spin variables that, in the case of a binary alloy, take the values ±1
depending on whether a certain lattice node is occupied by one
species or the other [116]. A smart choice of lattice subsets (clus-
ters) allows, by fitting the cluster expansion coefficients, the en-
ergy for any lattice configuration to be properly reproduced. The
CE mixing enthalpy for a random distribution of atoms [79] is also
shown in Fig. 3. It appears that the CE curve is extremely similar to
the CDM curve, despite the fact that different data were used for
the CE fitting, namely enthalpies for partially ordered structures,
calculated with VASP in [27]. A thorough comparison between
CDM, 2BM and CE, in terms of capability of predicting the thermo-
dynamic properties of the FeCr system, is provided in [115].

We remark here that, even though magnetic effects are not
explicitly accounted for in either empirical potential formalism
(nor they are in the mentioned CE), implicitly at least some of them
are correctly reproduced. For example, Fig. 4 shows that the Cr–Cr
pair repulsion, which is the main consequence of magnetic frustra-
tion, is qualitatively, and largely also quantitatively, captured by
both CDM and 2BM potentials, when compared to DFT values from
Refs. [27,32]. It is noteworthy that none of these DFT repulsion en-
ergy values were used as fitting parameters for either potential. In
the case of the CDM, in addition, a comparison with the formation
energy of different atomic configurations obtained by DFT [27],
also not used for the fitting, provided very satisfactory results
[36], too.

In the fitting procedure for the 2BM potential care was taken to
reproduce as correctly as possible the interaction energies between
self-interstitials and Cr atoms, as predicted by the DFT calculations
available at the time; in particular, the stability of the mixed
dumbbell was fitted exactly [21,22]. In Table 1 and Fig. 2 some of
the latest and most refined DFT values concerning Cr/self-intersti-
tial interaction [32] are presented and compared with the
predictions of the 2BM interatomic potential [45]. Although the
potential was not validated on this set of values and in fact was
only explicitly fitted to reproduce the mixed dumbbell stability
60 80 100

Cr

5 7.5 10 12.5  

ials, as compared with the corresponding DFT reference data from [12] (EMTO) and
d free energy and the curve deduced, for the random alloy, from a published cluster
s more in detail the sign-changing curves in the low Cr region. The change of sign in
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(according to earlier DFT data [22]), its predictions remain never-
theless surprisingly good, as in most cases they are qualitatively
correct (same sign of the interaction energy) and in a few cases also
quantitatively acceptable, although of course not all configurations
are correctly reproduced. In particular, the potential succeeds in
providing a satisfactory description of the Cr-crowdion interaction
(Fig. 2). Thus, the 2BM potential seems adequate to assess, at least
qualitatively, the atomic-level consequences of the existence of a
strong Cr/self-interstitial interaction and of the stability of the
mixed dumbbell. A new version of the CDM potential, that also
provides a stable mixed dumbbell, has been recently developed,
but it is still being tested and is not yet published.

In the following section, we review some results obtained with
the CMD and 2BM potentials that reveal, at the same time, their
potentialities and limitations and, more in general, the difficulty
of modelling concentrated alloys from an atomistic perspective.
Previous, separate reviews can be found in Refs. [35–37].

4. Application of the potentials

4.1. Thermodynamic studies

The obvious computational methods to study equilibrium and
non-equilibrium thermodynamic properties of a system at the
atomic level, given a model Hamiltonian such as an interatomic po-
tential, are Monte Carlo (MC) simulations [117]. The Metropolis
Monte Carlo (MMC) algorithm [117,118] is especially suited to
drive the system towards thermodynamic equilibrium. It allows
the redistribution of atomic species at different temperatures and
for different concentrations to be sampled, not only in defect-free,
fully coherent alloys (homogeneous nucleation of new phases), but
also in the presence of lattice mismatch and extended defects, such
as other crystallographies, dislocations and grain boundaries (het-
erogeneous nucleation). The algorithm accounts for all terms that
contribute to defining the free energy difference between states
(thermodynamic driving forces), within the used model Hamilto-
nian: not only chemical, configurational and interfacial, but also
due to strain fields. The efficiency in reaching equilibrium for large
systems can be enhanced by applying parallelisation techniques
[119]. However, along the path towards equilibrium, the configura-
tions visited using MMC do not represent a physical trajectory. Ki-
netic processes can be studied using MC techniques known as
dynamic or kinetic MC (KMC) [120], but in this case additional
approximations have to be introduced and typically these methods
assume rigid lattices [121,122]. As such, they cannot treat hetero-
geneous nucleation problems and cannot allow for vibrational en-
tropy effects. They can, however, produce time evolution
sequences, under the action of simplified driving forces and mobil-
ity rules, corresponding to the effect of physical diffusion mecha-
nisms, and can therefore be used to trace the diffusion of species
and defects under, for example, irradiation, in conditions that
may turn out to be quite apart from thermodynamic equilibrium.
They are therefore suitable, in principle, to study coherent precip-
itation and segregation, both under thermal ageing and irradiation
[121], within the stated limitations. In the specific case of FeCr al-
loys, which are coherent in the whole range of concentrations and
temperature of interest for most applications, the kinetic MC lim-
itations represent a problem only in a reduced number of cases.
When these techniques are applied to study phenomena at the
atomic level, it has become customary to refer to them as atomistic
kinetic MC (AKMC) [121], to discriminate from other approxima-
tions where atoms are not explicitly treated (object KMC [123]).
This is the denomination adopted here, too.

MMC simulations have been extensively performed using the
CDM potential, while mainly AKMC simulations (using the scheme
described in Ref. [122]) have been carried out using the 2BM po-
tential. In this section we briefly report about the results obtained.

Homogeneous precipitation in FeCr has been studied with the
CDM at 50%Cr (within the spinodal) and at 15%Cr, inside the mis-
cibility gap, at 750 K [36]. The results at 15%Cr show that, due to
the Cr–Cr pair repulsion (Fig. 4), a fairly large critical size has to
be reached for the nuclei to become stable and, as is to be expected
from coherency and small size misfit, the most favourable shape is
spherical. Concerning nucleation and growth decomposition mech-
anisms, the concentration in the a0 phase is always the equilibrium
one which, for this potential, at the chosen temperature, is 99%Cr.
Inside the spinodal, on the other hand, the phase separation occurs
via continuous composition changes until, finally, the typical inter-
connected structure is obtained.

AKMC studies conducted using the 2BM potential at 673 K with
11.8%Cr allowed the stages of nucleation, growth and coarsening to
be clearly distinguished as a function of time [43], although the
mean size of the precipitates in the simulation was eventually
smaller, and the density higher, than in experiments on steels
[64,65]. Similar simulations at 740 K with 10% and 32%Cr showed
precipitation via nucleation and growth in one case and spinodal
decomposition in the other [21,22]. The main qualitative difference
between 2BM and CDM is that the concentration of Cr in the a0 is
99% with the latter and about 80–90% with the former. The main
reason for this discrepancy, as further discussed in Section 5.1,
can be quantitatively traced back to the different shape of the mix-
ing enthalpy curve at 0 K (Fig. 3) [115]. Consistently with this rea-
soning, the CE expansion method of Ref. [33] also predicts a
composition of 99%Cr. Experimentally, the composition of the a0

phase at the mentioned temperature ranges between 85 and
95%Cr [64,65,83,86,87] (see also Fig. 1). Overall, the main point
made here is that MC simulations with both potentials reproduce
in a reasonable way the a0 precipitation in FeCr alloys, including
spinodal decomposition.

MC simulations aimed at reproducing the experimental results
revealing the sign-change of the short-range order parameter [73–
75] and at improving our understanding concerning the actual dis-
tribution of Cr atoms in FeCr alloys, have also been performed with
both potentials [30,41]. An example of results at 700 K versus Cr
content is shown in Fig. 5. Both potentials can reproduce the
sign-change of the SRO parameter. (A similar result, with a more
negative SRO parameter and a more abrupt change of sign, is
obtained also with the CE method [33]; for a direct comparison
of the three models see [115]). The impression is that the 2BM
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overestimates SRO in the positive region, while the CDM would
underestimate it. In reality – as has been thoroughly studied and
clarified in [41] � the SRO parameter measured experimentally,
and calculated in Fig. 5, is in fact the average over the whole sam-
ple. The SRO parameter is negative in the a phase and positive in
the a0 phase. The tendency of the SRO parameter to grow after
reaching a minimum and the eventual change of sign do not reflect
a loss of order and the appearance of a purely random solute dis-
tribution, but only the average compensation of the negative value
of the partially ordered a phase by the precipitation of Cr-rich a0.
Thus, the results of simulations become extremely sensitive to
the actual advancement of the phase separation process and its
microstructure, in terms of size and density of precipitates, and
even simulation box size. Also experimentally important differ-
ences are found, depending on the actual annealing or irradiation
time [41]. Overall, both models can be said to grasp in a reliable
way the effect, of magnetic origin, of the sign-inversion of the mix-
ing enthalpy on the SRO in the Fe-rich region, at temperature of
practical interest, even though neither explicitly accounts for
magnetism.

The CDM was also used for the study of precipitation in pres-
ence of extended defects, namely grain boundaries and disloca-
tions, via MMC simulations [36]. The results suggest that a0 at
equilibrium would precipitate away from grain boundaries and
free surfaces, but would be indifferent to dislocations. These re-
sults, obtained by MMC, necessarily account purely for thermody-
namic effects and disregard completely kinetics effects, which are
in reality equally responsible for the microchemical evolution.
Kinetics is indeed likely to play a major role in determining precip-
itation and segregation processes, especially under irradiation,
where the possible role of crossing defect/species fluxes and diffu-
sion via interstitialcy need to be correctly accounted for as well.
Thus, these results do not mean that Cr enrichment at grain bound-
aries may not occur in reality, as shown in experimental studies of
Fe and Cr surface atomic layers [125]. Cr rejection from free sur-
faces in Fe has been, however, suggested also by Geng [124], using
DFT calculations, based purely on thermodynamic grounds. Inter-
estingly, in addition, Konobeev et al. reported recently the exis-
tence of a0 precipitate-free zones of about 150 nm width along
grain boundaries, in 12 and 18%Cr Fe alloys irradiated up to
�25 dpa in a fast reactor [53]. However, the latter could be also
an effect of kinetics, consequence of the opposed fluxes of vacan-
cies towards grain boundaries and Cr towards the bulk [2], rather
than, or in addition to, a thermodynamic effect. Finally, concerning
dislocations, microstructural studies during thermal ageing reveal
that a0 precipitation occurs first preferentially nearby dislocations
and only later in the bulk [70]. Dislocation locking by a0 precipi-
tates has been indeed proposed as a possible mechanism to explain
the sudden appearance of embrittlement after ageing at 475 �C
[71]. Independently of the agreement with specific experiments,
these types of simulations show that it is in principle possible, gi-
ven a sufficiently reliable cohesive model, to predict the micro-
chemical evolution of an alloy in presence of extended defects,
but that kinetic effects should be also accounted for. At the mo-
ment, however, no atomistic modelling tool accounting for all ef-
fects (e.g. kinetics and extended defects such as dislocations)
exists to our knowledge.

4.2. Self-interstitial studies

The 2BM potential has been extensively used to study the
migration processes of self-interstitials and their clusters in FeCr
alloys of different concentrations [19,24,34,42,45], using well
established techniques to extract information on defect diffusion
coefficients and migration mechanisms from molecular dynamics
(MD) simulations (see e.g. [126]). The diffusion coefficient of the
single-interstitial for different Cr concentrations calculated in this
way is shown in Fig. 6(a) in the Arrhenius representation, i.e. as a
function of 1/kBT [45] (kB is Boltzmann’s constant, T the absolute
temperature). As can be seen, the slope of the lines, which equals
the effective migration energy in this representation, decreases
with increasing Cr concentration and at low temperature dumb-
bells in FeCr appear to migrate faster than in pure Fe. It should,
however, be mentioned that in many cases during the simulation
the defect got trapped at a particular local atomic configuration
and there it remained, immobile, for the rest of the simulation
(up to 10–20 ns). Thus, these results show that single self-intersti-
tials migrate faster in FeCr than in Fe at low temperature so long as
they are not trapped by specific local arrangements of Cr atoms. The
effective migration energy will be the result of the combined effect
of a somewhat faster migration between trapping sites and of the
time spent in these, which is expected to lower significantly the dif-
fusivity prefactor. A fully correct evaluation of the effective migra-
tion energy of the single-interstitial seems therefore not to be at
reach for MD simulations, as within their timeframe and length-
scale the defect will visit only a limited amount of possible atomic
configurations. If one of these is a ‘deep’ trap, the defect will not be
released within the simulation time, so the result will be of limited
statistical significance; if no trap is encountered, the result will not
account for traps effects. This is a clear example of the difficulty of
studying, with otherwise very effective atomic-scale models, the
evolution of radiation damage in concentrated alloys, particularly
when defects interact strongly with solute atoms. Nonetheless,
the MD results are in qualitative agreement with the available
resistivity recovery studies in FeCr alloys [89–93] and do provide
a key for their interpretation, as extensively discussed in [45]. In
the case of diluted alloys, when the probability for the single
self-interstitial to get trapped at multi-Cr-atoms configurations is
negligible, the experiments suggest a decrease in the migration en-
ergy of the single-interstitial, in agreement with the simulations.
When, on the other hand, the Cr concentration is high, the defect
is continuously trapped and cannot annihilate, thus the experi-
ments show a suppression of the self-interstitial migration recov-
ery stage. In order to get an idea about the energy landscape
seen by the defect while it migrates in the concentrated alloy,
the distribution of statically calculated formation energies for an
as-large-as-possible number of different local atomic configura-
tions has been calculated, with the result shown in Fig. 6(b) [45].
It can be seen that the distribution is the broader, the larger the
concentration, and that the peak corresponding to the mean for-
mation energy shifts to lower values, suggesting that, on average,
the effect of Cr in Fe is to trap the self-interstitial. How to define
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a trapping configuration and the corresponding trapping energy is
not, however, clearcut, for it depends on how the reference state is
chosen. The trapping energy is more of a dynamic, than static, con-
cept: it is the energy surplus to be added to the migration energy in
order for the SIA to be released and be able to diffuse ‘freely’, until
it is re-trapped. Energy states such as the most frequent ones in
high Cr content alloys (10, 15%Cr) will often correspond to mixed
FeCr dumbbells which, as shown in Fig. 6(a), can migrate with an
energy lower than that of the FeFe dumbbell. This happens because,
so long as the SIA can migrate from one low energy configuration
to another, via one single diffusion jump, the net result is long-
range SIA migration, even though its formation energy is lower
than in other configurations. It will be possible for the SIA to mi-
grate ‘freely’ so long as, on average, at least one of the possible des-
tinations of the single diffusion jump has energy comparable with
the one where the SIA lies. Thus, trapping configurations can be de-
fined as sufficiently unfrequent, very-low-energy states that are
not likely to be connected to each other at diffusion jump distance.
Based on this idea, it is possible to propose criteria to identify trap-
ping configurations, as done in [45]. Therein, trapping energies of
0.3 eV in Fe5%Cr and of 0.4–0.5 eV in Fe10%Cr and Fe15%Cr have
been estimated for the single SIA.

MD studies of the migration of self-interstitial clusters in FeCr
have also been performed [19,24,25,34,42]. The study focused on
clusters large enough to be describable as collections of parallel
h111i crowdions and produced directly in displacement cascades
[14,23,24,44,127]. These are nuclei for the formation of dislocation
loops and diffuse mainly via one-dimensional glide along the direc-
tion of the crowdions [103,104,128,129]. The simulations were
performed in an elongated box, where the direction of motion of
the cluster was the x-axis, so as to maximise the distance covered
by the defect, before going through periodic boundary conditions
and revisit the same configurations, for a given simulation volume.
In Fig. 7 the results in the case of a 7-self-interstitial cluster at
640 K for different Cr concentrations in random alloys are summa-
rised. This defect size can be considered the typical size for SIA
clusters directly produced in cascades [127], while being the small-
est perfect dislocation loop that can be created (the next one is
composed by 19 crowdions, see e.g. [104]); its smallness facilitates
its treatment in MD simulations and increases the number of con-
ditions that can be explored, while remaining representative of the
behaviour of larger clusters, too. The results are given in terms of
ratio between the diffusion coefficient of the same cluster in FeCr
and in Fe (DFeCr

n =DFe
n , where n is the size of the cluster). However

long the box may be, these simulations are of course affected by
the same problem as in the case of the single-interstitial: within
the MD timeframe and lengthscale, the defect can only visit a lim-
ited number of local atomic configurations, which do not exhaust
all possibilities. Thus, the average provided by the simulation can-
not be quantitatively fully accurate, even assuming that the inter-
atomic potential is fully accurate (this problem also accounts for
the rough profile obtained by showing all MD data points on the
same graph in Fig. 7). Nonetheless, qualitatively the result is rele-
vant and clearly shows that, by adding Cr to Fe, the diffusivity of
self-interstitial clusters may drop by about two orders of magni-
tude. For clusters of larger sizes (37 and 91 crowdions) the ob-
served reduction is somewhat less spectacular, but remains of
about one order of magnitude; in addition, the maximum reduc-
tion is observed to shift to lower Cr concentrations with increasing
size [42]. This reduction is of course the consequence of the strong
attractive interaction between Cr atoms and crowdions mentioned
in Section 2 (Fig. 2) and it is crucial to remark that the diffusivity
ratio reaches a minimum (depending on size) between 3 and
10%Cr and then increases again, thereby reminding the swelling
dependence on Cr content [2,6,52,53]. This non-monotonic behav-
iour has been rationalized within a formally simple model, which
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ascribes the drop in the diffusivity ratio to the time spent by the
cluster in the different possible Cr configurations that trap it with
binding energies Eb (assuming no influence on the migration
mechanism and energy) [19,24,34,42],

DFeCr
n =DFe

n ¼ expðEb=kBTÞ; ð5Þ

where h. . .i indicates the average. The one-dimensional character of
the migration and the long-range of the Cr-crowdion interaction
(see Fig. 2) allow one to understand qualitatively that the delay in
the migration will be maximum when each crowdion in the cluster,
on average, interacts with one Cr atom only, a situation that will be
reached at a critical Cr concentration that can be mathematically esti-
mated [19,24,34]. Thus, the diffusivity ratio will keep decreasing up
to that critical concentration. Above it, the same crowdion will start
to be ‘pulled’ simultaneously by two Cr atoms, so the effective binding
energy will decrease and, consequently, the diffusivity ratio will in-
crease again. The other two curves in Fig. 7 correspond to estimating
the diffusivity ratio using Eq. (5), after having sampled statically a
number of local atomic configurations, in two simulation boxes, of
different length (expressed in units of 1st nearest neighbour dis-
tances, b): one the same as in MD, the other much longer. These curves
show that not only is the model embodied by Eq. (5) accurate enough
to reproduce, based on static calculations, the result of much heavier
dynamic calculations, but also that, by increasing the number of vis-
ited atomic configurations (longer box), the average becomes statis-
tically more significant and the effect is that the drop in the diffusivity
ratio is even more pronounced. Both dynamic and static studies coin-
cide in showing that, as mentioned, the minimum diffusivity is
reached at lower Cr concentrations for larger clusters [24,34,42].
The reduction of the self-interstitial cluster mobility with Cr content
will enhance the probability of recombination with freely-migrating
single vacancies, while limiting the transport of atoms from the bulk
to grain boundaries and free surfaces. Consequently, the rate of for-
mation of voids will decrease and this is equivalent, in a produc-
tion-bias model framework [130,131] to a reduction in swelling.
The close resemblance between the dependence on Cr concentration
of cluster mobility and experimentally measured swelling [2,6,52,53]
may thus not be accidental. It is also interesting to observe that,
experimentally, higher doses and temperatures cause a shift of the
minimum observed swelling to lower Cr concentrations [2,6], which
may correlate with an average larger size of self-interstitial clusters.
Finally, the local maximum swelling experimentally found at about
9%Cr for high doses [54,56] may be the consequence of the radia-
tion-enhanced formation, at higher concentrations, of a fine disper-
sion of previously absent a0 precipitates. MD studies with the 2BM
potential have indeed shown that a0 strongly repels self-interstitial
clusters [34], this effect being very much in agreement with what
can be deduced from DFT studies of defect formation energies in Fe,
Cr and FeCr [32]. Thus, a one-dimensionally migrating cluster is ex-
pected to remain trapped between two precipitates and this may rep-
resent a different mechanism, operating at high Cr concentrations,
that would also lead to an effectively reduced cluster diffusivity,
thereby increasing vacancy recombination rate and decreasing swell-
ing. Being between the ranges where two different and very effective
mechanisms of SIA cluster mobility reduction operate, the 9%Cr con-
centration would eventually develop a (local) maximum swelling.
5. Discussion and open issues

5.1. Improvement of interatomic potentials consistent with
thermodynamics

As shown, both CDM and 2BM interatomic potentials succeed in
reproducing the mixing enthalpy change of sign in the Fe-rich re-
gion, depending on Cr content, that characterises the ferromag-
netic FeCr systems, following the (0 K) DFT data taken as
reference (Fig. 3). Also the consequences of this change of sign,
namely the tendency to create order or to produce Cr-rich precip-
itates, are reproduced by the cohesive models at finite tempera-
ture, when these are implemented in Monte Carlo tools (Fig. 5).
Similar results have been also obtained by applying the CE
approach [33]. The question to be asked is, however, up to what
extent these models, fitted to DFT data at 0 K, may remain thermo-
dynamically reliable at finite temperature. Such a question has
been addressed in [115], where the differences between these
three models (CDM, 2BM and CE) concerning the numerical predic-
tion of thermodynamic properties and microchemical evolution in
FeCr alloys have been analysed in detail. One of the main conclu-
sions from the cited work is that, unfortunately, there is no
all-including tool to evaluate the phase diagram embodied by a gi-
ven cohesive model and that, conversely, the same model, imple-
mented in different tools (e.g. MD, or MMC accounting or not for
vibrational effects, or AKMC on rigid lattice), may provide some-
what different descriptions of the thermodynamic properties of
the same system. In addition, the comparison has highlighted that
fitting mixing enthalpy data at 0 K is far from being a sufficient
condition to guarantee the reliability of a model at finite tempera-
ture. In general terms there are, at least, two other ‘ingredients’
that need to be accounted for: the vibrational entropy and the sta-
bility of specific long-range ordered structures, as predicted by the
model. The CDM potential has been found to embody negligible
(and highly anharmonic) mixing vibrational entropy and to exhibit
hardly any low energy structure; as a consequence, the free energy
from this model is acceptably assessed by simply adding the con-
figurational mixing entropy contribution to the mixing enthalpy
of Fig. 3. A better evaluation can be otherwise obtained by applying
a thermodynamic package recently developed and applied to a
number of systems [132–134], as has been done, including SRO
effects, in [135]. Conversely, the 2BM potential has been found to
embody a non-negligible, largely harmonic mixing vibrational
entropy (only a little in excess of experimental measurements
performed in the FeCr system [136]) and to stabilise a large
number of (unwanted) structures, one of which, at 50%Cr, is a
ground-state. This fact makes the evaluation of the corresponding
phase diagram in regular solution approximation inadequate and
demands the application of more sophisticated techniques [115].

The CDM and 2BM FeCr phase diagrams (a–a0 miscibility gap)
in regular solution approximation are shown in Fig. 8. Despite
the significant difference in the fitted mixing enthalpy curve
(Fig. 3), they are similar. In particular, the closure of the gap occurs
at very close temperatures and, to this regard, it is interesting to
note that, in the same approximation, the phase diagram obtained
from the CE from [33] is much higher, almost 3400 K [115]. This al-
ready highlights that apparently similar zero-Kelvin mixing en-
thalpy curves do not necessarily lead to the same phase diagram.
If the effect of low energy structures is accounted for, then the clo-
sure of the gap lowers to about 1600 K according to 2BM (and CE
[33]), while it remains unchanged with CDM [115]. Finally, if also
the vibrational entropy contribution is included, the closure of
the gap lowers to about 1000 K for the 2BM, in fair agreement with
the closure of the (metastable) a - a0 miscibility gap according to
Calphad (Fig. 1), while the CDM prediction remains unchanged, be-
cause of the negligible vibrational contribution (the CE is a rigid
lattice model, thus no vibrational entropy can be explicitly in-
cluded) [115]. Even remaining in the regular solution approxima-
tion evaluation, there is still another important difference
between the predictions of 2BM and CDM: the solvus converges
to 100%Cr in the low temperature limit only in the latter case. This
is of course a direct consequence of the deliberately-chosen sym-
metric mixing enthalpy curve with the 2BM (Fig. 3), with a nega-
tive part in the Cr-rich region, too, not supported by DFT data.
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This choice allows the composition of the a0-phase to be correctly
predicted at temperatures of technological interest by the 2BM
(something that both CDM and CE fail to do [115]), at the price
of introducing an arbitrary dependence of the mixing enthalpy
on Cr concentration, that is probably not physically.

There is of course, in the case of FeCr alloys, one additional and
important ‘ingredient’ that should be accounted for, in order to
reproduce the thermodynamic properties of the system: magne-
tism. It seems reasonable to expect that magnetic entropy will have
an impact on the thermodynamic properties, e.g. on the shape of
the miscibility gap, especially at high temperature, when
approaching the Curie temperature, TC. It is also in this range
where magnetism will have an important effect in determining
the stability of low energy structures and, in general, the mixing
enthalpy. Then, above TC, a second order magnetic transition to
the paramagnetic state occurs, which of course cannot be allowed
for by models such as those analysed here. Explicitly accounting for
magnetic effects is therefore likely to be a way of inherently
improving the reliability of model hamiltonians. To this regards,
Ackland has shown that a simple Ising model hamiltonian, where
both spins and species are included as spin-like variables in Monte
Carlo simulations on a bcc rigid lattice (with one species, ‘Fe’, trea-
ted as ferromagnetic and the other, ‘Cr’, as antiferromagnetic) pro-
vides, without fitting, a phase diagram that is qualitatively very
similar to that of FeCr (skewed miscibility gap), including magnetic
transitions (Curie and Néel temperatures) [31]. This suggests that
an empirical potential formalism explicitly including not only spe-
cies and distances as variables, but also spins, would be likely to
reproduce correctly, with only limited fitting effort, the thermody-
namic properties of the FeCr system. Possibly, such an approach
may be a way to reproduce also the a -c transition of pure Fe, al-
ready empirically reproduced by Tersoff-like potentials [137].
Nonetheless, we have clearly shown that, even without spin
dynamics, the models here analysed do succeed in catching phe-
nomenologically its main effects on the thermodynamic behaviour
of FeCr alloys, certainly up to 700 K, a temperature up to which
they can thus be reliably used. Above this temperature, too, they
perform reasonably well, particularly the 2BM, although their reli-
ability and acceptability is certainly lessened. In addition, magne-
tism is only one more ‘ingredient’ to be allowed for, explicitly or
implicitly, in a semi-empirical cohesive model. Even a model
explicitly including spin dynamics will have to cope with a proper
description of the mixing enthalpy at finite temperature, the low
energy structures and, above all, the vibrational entropy which,
in the case of FeCr, is clearly one of the main contributors to deter-
mining the phase diagram at high temperature [115,136]. Finally,
the development of a spin polarised potential requires not only
the effort of working out the formalism, but also, and more cru-
cially, of devising a way to treat spin dynamics in, for example, a
MD code [35].

5.2. Physical and methodological problems to be addressed to model
concentrated FeCr alloys under irradiation

The previous sections clearly indicate that in FeCr the micro-
structure evolution under irradiation is the consequence of
strongly coupled, concomitant phase changes and defect processes
that inextricably influence each other. This is of course the case for
all materials, but in this system the problem appears particularly
involved, one of the reasons being the relatively large solubility
limit of Cr in Fe and the fact that two opposite behaviours (order-
ing and clustering) are simultaneously exhibited. Another reason is
the strong interaction between SIA and Cr atoms, which suggests,
for example, the possibility that SIA loops may be Cr-enriched
and that their stability may depend on that. Even more, there is
experimental evidence that radiation-induced a0 precipitation
may occur on SIA loops [138]. If true, under irradiation phase trans-
formation may be not only enhanced, but also induced by two
opposite reasons, simultaneously involving negligible interaction
between Cr and vacancies (with subsequent formation of a0 away
from voids [2]) and strong interaction between Cr and SIAs (with
possible transport of Cr atoms to loops by the latter). Thus,
coarse-grained microstructure evolution models based on mean-
field rate-theory approaches [131,139] or on the solution of the
master equation using kinetic Monte Carlo methods (object KMC,
see for example Ref. [123]) should, in principle, contain a proper
and coupled treatment of both phenomena. In dilute alloys this
is formally possible, up to a certain extent [123,139]. However, in
the case of concentrated alloys no self-consistent, fully developed
methodology exists, to our knowledge, capable of treating both
problems at the same time and effort is certainly needed in this
direction. Different paths can be followed towards this goal, but
none of them is trivial. Sticking to atomic-level models, the way
could be the development of AKMC models where the rigid lattice
approximation is removed or at least relaxed. In this case the main
difficulty is, aside from the need to treat very large atomic systems
(thereby requiring a parallelisation scheme [140]), the evaluation
of the transition rates as functions of the local chemical environ-
ment and strain field. A number of partial solutions exist currently
in the literature [141–143], but as yet none of them has been fully
developed and successfully applied to radiation damage. As an
alternative, large systems of equations coupling advanced rate the-
ory [131] and, for example, phase field models [144] should be de-
vised. Finite element frameworks potentially capable of managing
such a combined model exist [145], but to our knowledge no seri-
ous attempt has been made yet to actually apply them to the prob-
lem of radiation damage in concentrated alloys. As a short-term
alternative, rate theory [131,139] or OKMC [123] models with
appropriate effective parameters seem to be the only possibility
currently at hand. But even this approach is not easily applied, be-
cause of the difficulty of estimating, at the atomic-level, quantities
such as formation, binding and migration energies in concentrated
alloys, as illustrated in Section 4.2. Efforts to extend our knowledge
in this sense are ongoing [146]. There is, however, need for a large,
long-term and coordinated research effort in order to reach the
goal of developing reliable predictive models for the description
of the microstructure evolution under irradiation in concentrated
alloys, especially in FeCr alloys.

Another problem that remains open, even at the level of basic
understanding and assessment of experimental data, is the non-
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monotonic dependence of radiation-induced hardening and
embrittlement as functions of Cr concentration in Fe, already out-
lined in the introduction. In this case, however, even the tools cur-
rently available, i.e. the existing interatomic potentials, can be
already of help. Molecular dynamics simulations of dislocations
mobility and their interaction with given microstructural features
are nowadays commonplace [147,148]. Simulations of this type
with chosen microstructures are likely to provide at least qualita-
tive answers concerning hardening effects and their dependence
on Cr concentration, both in the absence and presence of defects.
For example, it has been seen [46] that the presence of Cr atoms,
particularly Cr-Cr pairs, may significantly affect kink pair forma-
tion on screw dislocations in FeCr alloys, suggesting a strong
dependence of dislocation motion on the actual Cr distribution
and providing a framework to understand solute softening and
hardening experimentally observed in these alloys [149]. The
interaction between Cr-rich precipitates in concentrated alloys
and edge dislocations has been also studied [47], finding that, in
first approximation, it is possible to treat precipitate hardening
in the concentrated alloy as the sum of a matrix contribution (fric-
tion stress) plus the precipitate contribution, as assessed in a pure
Fe matrix. Similar studies including voids and SIA clusters are
ongoing [150,151] and are expected to provide input for the devel-
opment of mesoscopic dislocation dynamics models [152].

It is, however, important to have a starting mechanistic frame-
work for the rationalisation of the experimental results. As men-
tioned in the introduction, the scarce data concerning radiation-
hardening in FeCr alloys versus Cr content are not fully consistent
with each other and with radiation-embrittlement data. In partic-
ular, while three sets of data [48,52,60,61] seem to be consistent in
showing higher radiation-hardening as soon as Cr is added to Fe,
with a kind of plateau, followed by increased hardening above
9%Cr, one early set of data [62] suggests linear increase. In addition,
embrittlement data suggest a deep minimum at 9%Cr [59], which is
not found (so far) in hardening data. Radiation-embrittlement is a
complex phenomenon related, among other things, to plastic local-
isation; it is therefore ambitious to try to rationalize it in terms of
qualitative microstructural considerations deduced from atomic-
level models. In addition, the validity of the data suggesting the
deep radiation-embrittlement minimum at 9%Cr presented in
[59] has been recently questioned [153], on the basis of the proven
inadequacy of Charpy tests to predict the shift of the ductile-brittle
transition temperature under irradiation in ferritic/martensitic
steels. According to this argument, Charpy tests would understi-
mate the actual shift when martensite is in the microstructure;
as a consequence, the deep minimum should be interpreted in
the best case as a shallow minimum [153], thereby providing a bet-
ter correlation with hardening data, that suggest a plateau instead
[48,52,60,61]. If, therefore, we stick to radiation-hardening data,
based on the current qualitative understanding of radiation effects
in FeCr presented and discussed in the present paper, as well as on
experimental indications from the literature on the Cr dependence
of the proportion of ½\111[ and \100[ dislocation population
under irradiation [54,55,154], a simplified, mechanistic approach
can be proposed, whereby the radiation-hardening, Dry, would
be the result of the composition of different contributions:

DryðFeCrÞ ¼ DryðFeÞ þ DrSRO
y þ Drinvisible

y þ Drh1 1 1i=h1 0 0i
y : ð6Þ

Here, Dry(Fe) represents the hardening in pure Fe, which saturates
at relatively low dose and remains, afterwards, essentially constant
[60,61]. The other three terms correspond to phenomena that only
occur in the presence of Cr and at higher doses, namely: (1) SRO
parameter changes (DrSRO

y ), allowing for either Cr ordering or clus-
tering (a0) depending on temperature and concentration; (2) accu-
mulation of (TEM-)invisible defects (Drinvisible

y ), most likely – in
the light of the existence of atomic trapping configurations – small
interstitial clusters; and (3) effect of a different ratio of h100i-to-
½h111i loops or dislocations in the developed dislocation network
(Dr1 1 1=1 0 0

y ), a term that could also include the effect of possible
changes in the average size of the visible loops, depending on Cr
concentration. It is our belief that the accumulation of invisible de-
fects provides the largest contribution to hardening, as compared to
pure Fe, particularly at concentrations below 9%. The other two con-
tributions ‘modulate’ this hardening background. In particular, the
zero SRO at 9% may determine the presence of a local minimum
of hardening at that concentration, although this minimum may
in fact be not the simple effect of the Cr distribution on dislocation
motion, but rather the effect of the coupling of order and increased
trapping of self-interstitials and their small clusters, as suggested by
recent DFT calculations [38]. Precise investigations are needed to
confirm or reject these contentions.

6. Summary

In this article, we have reviewed the properties and the behav-
iour under irradiation of FeCr alloys, bases for the most promising
steels for future nuclear applications. Likewise we reviewed the ef-
forts done to model them from ab initio electronic theories to
empirical potentials. The main source of complexity of this system
is the non-monotonic dependence on Cr concentration observed
for a number of quantities and properties characterising its ther-
modynamic behaviour (ordering/clustering) and its response to
irradiation (different loop population, increased and modulated
hardening and embrittlement, swelling), which is a priori not easy
to rationalize. Thermodynamic behaviour and response to irradia-
tion are, on the other hand, inextricably correlated and particularly
difficult to model in a concentrated alloy. Nonetheless, recent pro-
gress in the theoretical approach at electronic and atomic scales
has provided keys to understand several experimental observa-
tions regarding ordering, resistivity recovery, precipitation, and
swelling in this system. These keys are, in a nutshell, the change
of sign of the mixing enthalpy, due to magnetic reasons, and the
strong interaction between self-interstitials, especially crowdions,
and Cr atoms, with negligible effect of Cr atoms on vacancies.
Two interatomic potentials have been developed, based on differ-
ent approaches, both capable of grasping these features. After a de-
tailed description of their achievements in clarifying a number of
issues concerning the behaviour of the FeCr system, as well as their
limitations, we have attempted an explanation for the discrepan-
cies still present between predictions and experimental evidence,
highlighting the points that require deeper understanding and
identifying areas of research that could, even in the short term, al-
low an even better qualitative understanding of the mechanisms
governing the response of FeCr systems to irradiation.
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